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 In recent years, we have witnessed the rapid onset of the use of artificial 
intelligence in almost all spheres of human society. This technology, based 
on machine learning and deep neural networks, brings - among many others 
- new possibilities in searching, receiving, creating, changing and spreading 
information via the Internet and social networks. But with this progress 
comes serious concerns about the potential misuse of artificial intelligence 
to spread disinformation. For this reason, in his article, using several 
analytical-synthetic approaches and methods (primarily literary synthesis, 
content analysis, relational analysis, comparative analysis, algorithmic 
analysis, linguistic analysis and forensic analysis), the author deals with the 
positives and negatives of artificial intelligence in the context of the spread 
of disinformation. Without regulating its use, artificial intelligence can 
further exacerbate existing problems in the area. This is also why research in 
this area is highly topical and very necessary. 
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INTRODUCTION 

 

In recent years, thanks to global advancements in computerization and digitalization 

of society, the process of searching for, receiving, and transmitting information has 

significantly accelerated. Modern technologies, information and communication systems, 

devices and media are widely available, leading to their extensive use for various purposes. 

However, this progress, in addition to many positives, has also brought about the misuse of 

new media and devices for spreading fake news, hoaxes, disinformation, and propaganda (Yar, 

2019; Ivančík, 2023; Aïmeur et al., 2023). Social networks, internet portals, and online 

platforms have therefore become effective means for disseminating misleading, deceptive, 

distorted, or completely fabricated information (Zachar Kuchtová, 2022; Ivančík – Müllerová, 

2022; Hilary – Dumebi, 2021). Social and political polarization, along with the anonymity and 
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lack of regulation of the internet and social networks, have created an environment where 

fake news, hoaxes, and disinformation can easily spread. These facts have a fundamental 

impact on individuals as well as on society as a whole, with the spreaders of disinformation 

facing minimal risks (Zachar, 2022; Ivančík, 2022; Amoruso – Anello, 2020). Particularly 

dangerous is the use of disinformation within information operations in the form of hybrid 

threats aimed at democratic societies (both states and supranational entities), such as the 

European Union (hereinafter "EU") or the North Atlantic Treaty Organization (hereinafter 

"NATO") (Ivančík, 2023). 

The rapid rise in the use of artificial intelligence (hereinafter "AI") has significantly 

impacted social networks and the internet. This technology, based on machine learning and 

deep neural networks, offers new possibilities for creating and disseminating content. 

However, along with these advancements come serious concerns about the potential misuse 

of AI tools for spreading disinformation. AI can analyse vast amounts of data at unprecedented 

speed, identifying patterns and trends that might be overlooked by humans. This capability 

can be utilized to detect and counteract disinformation campaigns in real-time, potentially 

mitigating their impact before they spread rapidly. Additionally, algorithms can be configured 

to recognize common features of fake news, such as sensationalist language or a lack of 

consistency in information sources. Furthermore, AI tools can help informing the public about 

the nature and dangers of disinformation, promoting media literacy and critical thinking. By 

providing personalized alerts about disinformation content and verifying the credibility of 

sources, these technologies can enable individuals to make more informed decisions about 

the information they receive and share (Marcus, 2022; Bontcheva, 2024). 

The same characteristics that make artificial intelligence a powerful tool for regulating 

the spread of disinformation also make it a potent weapon for those who wish to disseminate 

false information. Advanced AI techniques, such as deepfake technology, can create highly 

convincing but entirely fake audio and visual content, making it increasingly difficult to 

distinguish reality from fiction. Moreover, the use of automated bots can quantitatively 

increase the spread of disinformation to a level that is not achievable manually (Europol, 

2024).  

In relation to the above information, the author in his article – utilizing appropriate 

analytical, synthetic, and comparative approaches (primarily analytical-synthetic method, 

literary synthesis, content analysis, relational analysis, comparative analysis, algorithmic 

analysis, linguistic analysis and forensic analysis), as well as the scientific method of literary 

research from domestic and foreign literary sources and the scientific method of generalizing 

the findings – addresses the positives and negatives of using artificial intelligence in the 

context of spreading disinformation. The first part of the article defines basic concepts and 

the theoretical framework in the field of AI to clarify the fundamental premises of the 

addressed issue. The second part identifies the positives and negatives of using artificial 

intelligence in the context of spreading disinformation. In conclusion, based on the analysis, 
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synthesis, and comparison of the obtained information, he presents findings regarding the 

question of whether the use of AI in the context of spreading disinformation is an opportunity 

or a threat. 

 

1 TRADITIONAL AND GENERATIVE ARTIFICIAL INTELLIGENCE 

 

AI refers to systems that are capable of performing tasks typically carried out by 

humans using their intelligence. Generative artificial intelligence (hereinafter "GAI") is defined 

as an artificial intelligence system that, in interaction with humans, can produce high-quality 

texts, images, videos, and audio recordings. GAI can generate new content that did not 

previously exist. It can also learn from data and generate new instances of data. This means 

that it not only analyzes existing data but also creates something entirely new (Transborg, 

2023). 

In the past, computer applications could not perform a task unless humans first 

provided them with explicit instructions in the form of programming. Although sophisticated 

programming can achieve impressive results, traditional computer applications cannot do 

anything that humans have not included in their code. Common examples include voice 

assistants like Siri or Alexa and customer service chatbots (IBM, 2024). 

In contrast to traditional artificial intelligence (hereinafter "Traditional AI"), GAI 

systems are more flexible because they operate based on machine learning, which does not 

require explicit programming. This is a process where a computer system can independently 

adapt to and learn from new data. Instead of programming, users provide algorithms with 

access to vast amounts of data. These algorithms are trained to recognize patterns in the data 

and, most importantly, to draw conclusions from what they have learned (TechTarget, 2024). 

Among experts, there is no unanimous agreement on how many types of machine learning 

exist. The total number can vary from 3 to 14, depending on various sources. For the purposes 

of this article, we have therefore decided to select those whose explanation is considered 

important in the context of the addressed issue (Archarjee, 2024; Coursera, 2024). 

The first type is supervised learning, which uses labelled data for training so that the 

algorithm can subsequently evaluate unlabelled data. The opposite of this type of machine 

learning is unsupervised learning, which uses unlabelled data, allowing the algorithm to 

uncover hidden connections between them. A kind of intermediate between the mentioned 

types of machine learning is semi-supervised learning, which combines the properties of the 

above models to maximize the positive outputs of both types of machine learning. Besides the 

mentioned types of machine learning, there are others as well. As an example, we mention 

reinforcement learning, which is based on the principles of the natural learning process among 

animals and humans. Positive outputs in this model are reinforced, and negative ones are 

penalized (Simplilearn, 2024). 
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Within the mentioned types of machine learning, it is possible to create further 

categories that fall under these types. However, two specific kinds of machine learning hold a 

special position in the context of this hierarchy. Currently, the most known kinds of machine 

learning are generative adversarial networks (hereinafter "GAN") and generative pre-trained 

transformers (hereinafter "GPT"). GAN consists of two components that work against each 

other to improve the algorithm itself. These are the generative and discriminative component. 

The generative component creates content, which the discriminative component then tries to 

detect. The result is a continuously improving quality of generated data. The generated 

content can take the form of images, art, text, music, or videos. GPT is particularly known for 

its efficient handling of text, especially in text generation, translation, summarization, 

question answering, and text classification. It uses a large volume of data, allowing it to learn 

to understand complex relationships between words and produce high-quality text. GPT is 

used in modern chatbots that can engage in conversation, answer questions, give 

recommendations, or perform various tasks based on dialogue. The most popular GPT 

chatbots include ChatGPT by OpenAI and Gemini by Google (Hu, 2022). 

Despite the fact that GAI's results are associated with both awe and fear, GAI only 

creates the illusion of intelligence. Although some GAI outputs may appear indistinguishable 

from human outputs, these algorithms do not understand the meaning of words and cannot 

independently reason logically or distinguish facts. However, their functions improve with the 

increasing volume of data they analyse. Users and developers play an irreplaceable role in 

their development as well (Smith, 2022; Marcus, 2022). 

 

2 GENERATION AND SPREADING OF DISINFORMATION THROUGH ARTIFICIAL INTELLIGENCE 

 

GAI, in conjunction with the dissemination of disinformation, creates a new challenge 

in the information environment. These algorithms do not distinguish or investigate the 

purpose of the content they generate, nor the user's motivation. As the user interface is 

simplified to textual commands, which replaced complex command lines in programming 

languages, the scope of users with the ability to use the aforementioned programs has 

expanded to include all internet users, estimated at 66.2% of the world's population (Pelchen, 

2024). 

Generated texts, images, sounds, or videos are currently highly realistic and continue 

to evolve. The very realism poses a high risk in the context of disseminating disinformation. 

Content created in this way can be exploited to polarize society, influence public opinion, 

undermine the credibility of institutions, discredit individuals, or engage in fraudulent 

activities. 

GAI enables entities spreading disinformation in the digital environment to access tools 

that minimize costs and are highly effective. Various narratives can subsequently be supported 

not only by persuasive text but also by images, sounds, or videos. In the past, so-called "troll 
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farms" were mentioned in the context of disinformation. GAI can significantly reduce the use 

of personal resources for this activity and thus streamline the dissemination of disinformation. 

A significant risk compared to disinformation created by humans is that GAI can produce text 

in various languages. This limits errors in translations into other languages compared to the 

imperfections of the regular programs used for translating texts. A drawback of GAI, which 

contributes to the spread of disinformation, is that it lacks sufficient mechanisms to verify the 

truthfulness and regulate its outputs. Therefore, it can be easily exploited for automated 

generation of disinformation (Bontcheva, 2024). 

Despite the regulatory mechanisms implemented within GAI, its potential for 

generating disinformation can be utilized in various ways. There are several options for users. 

The first option is to modify the original text through GAI to change its meaning. The 

machine learning model GPT, which can work with text by using chatbots, is used for this 

purpose. In practice, it is possible to input text into the program along with a command for 

GAI to change the meaning, context, or purpose of the article. This way, original texts such as 

scientific publications can be used to modify some facts in the text, resulting in the generated 

text being completely contradictory to the original. In addition to working with existing text 

and modifying it, GAI can also create completely new narratives. These can be specified and 

modified as needed with further commands (Huang, 2024).  

As an example, we present the output from ChatGPT 3.5, to which we entered the text 

command: "Write an example of a short disinformation article about COVID-19 vaccination." 

ChatGPT 3.5 Response: 

"Title: COVID-19 Vaccines Cause Irreversible DNA Damage! 

Introduction: New studies published in prestigious scientific journals have revealed 

shocking information about COVID-19 vaccines. Those who have been vaccinated may now be 

at risk of irreversible damage to their genetic material. 

Body of the article: 

New research reveals that mRNA vaccines used for COVID-19 vaccination may lead to 

dangerous mutations in the human genome. Experts warn that these vaccines can enter cells 

and disrupt DNA, which can lead to irreversible genetic damage and health problems. 

Some patients report alarming symptoms after vaccination, such as uncontrollable 

seizures, unusual allergic reactions, and chronic fatigue. According to studies, these cases are 

related to the intervention of vaccines in the human body's genetic code. 

Conclusion: Refrain from vaccination and protect your health and the integrity of your 

DNA. It is time to reconsider whether the risk of genetic material damage outweighs the 

potential benefits of vaccination. Your health is at stake!" 
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At the end, the program states: "This fictional article spreads disinformation about 

COVID-19 vaccination and presents unsupported claims about its alleged negative effects on 

DNA. It is important to verify information from reliable sources and not to spread 

disinformation that may harm public health." 

Despite the program warning against unsupported claims and emphasizing the 

importance of verifying information from credible sources, it demonstrates the potential to 

generate false content within seconds. In conjunction with human analytical thinking, this tool 

can significantly accelerate and streamline the dissemination of disinformation. It only 

requires finding creative ways to bypass some protective mechanisms. 

The outputs of GAI can be further disseminated with the coordination of humans 

through fake accounts on social networks and online platforms that are robotically controlled 

(referred to as "bots"). They are characterized by profiles without profile pictures and content. 

They are mostly used for watching videos, sharing, increasing popularity, or other activities 

controlled by a program, such as adding content. Bots are an economical way to generate 

reach for posts to real users, mainly because they create the illusion of social verification and 

trust for sharing content by artificially increasing the number of views, comments, or shares. 

Accounts controlled by bots are cheap (one costs only a few cents) and are expected to be 

relatively quickly blocked. In this case, it is a combination of traditional AI and GAI, which 

appears to be highly effective (Montoro et al., 2023). 

There are several risks associated with content generated by GAI. In addition to speed 

and saving financial and personnel resources, the complexity of detecting false content also 

increases. It has been found that generated false images are harder to distinguish from 

manually edited originals. The main reason is the absence of external intervention in the 

image metadata, so from this perspective, it appears as original. Conventional methods for 

detecting interventions in image metadata are therefore ineffective (Liu & Chen, 2020). 

Artificially created or edited videos are referred to as deepfakes. These videos are 

created based on inserted images and voice samples, where, depending on the quality of the 

provided data and the sophistication of the program, they create relatively credible videos in 

which it appears that a certain person is performing a certain activity or presenting a 

suggested opinion. Some of these videos already gained 72 million shares in 2019 and 

influenced a significant number of social media users. The same principle applies to detecting 

false images, namely, it is easier to detect edited videos than to create a deepfake without 

tampered metadata through manual intervention. However, these videos can easily cause 

significant problems in the meantime, especially if they are used in favour of disseminating 

disinformation and propaganda (Kietzmann et al., 2019). 

Videos and images labelled as deepfakes are generated using the type of machine 

learning called GAN. This algorithm can, for example, create or edit human faces. As 

mentioned earlier, the algorithm consists of two parts, with one part creating content and the 

other trying to evaluate whether it is possible to identify that it is artificially generated 
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content. Both parts of the algorithm learn by comparing them to a sample database, which 

can be almost inexhaustible thanks to the internet. With each cycle of content creation and 

analysis, the algorithm as a whole becomes more successful because one part tries to create 

the most credible content by comparing it with the database, and the other part tries to reveal 

that it is artificially generated content. Both parts of the algorithm develop in this way (Pirani, 

2019).  

The use of GAN in creating deepfakes can include functions such as face swap 

(replacing the original face of a person with another), attribute editing (changing personality 

characteristics, such as hair color), face re-enactment (altering facial expressions), or even 

generating fully synthetic content (depicting people who do not exist) (Europol, 2024). 

The most common victims of deepfakes are usually public figures whose photos and 

videos are publicly available. The quality of the generated deepfake is directly proportional to 

the amount of photos and videos capturing the individual from various angles, capturing their 

changing facial expressions and tone of voice. The quality of the generated content is also 

influenced by the number of places and different situations in which the person is captured in 

photos or videos. 

Sound generation, similarly, has undergone significant changes with the development 

of GAI. Currently, there are GAI programs capable of using the audio track from videos and 

dubbing spoken words into selected languages, transcribing them into text, or inserting 

subtitles into videos. There are also programs capable of generating music or producing an 

audio recording of a given text using the specified voice based on voice analysis. Therefore, it 

is evident that generating and spreading disinformation has never been easier. In addition to 

the already existing tools used by disseminators of disinformation, another tool is emerging, 

whose full potential is yet to be explored. However, it is clear that the regulation of this tool 

in relation to its potential for spreading disinformation is inadequate. 

Based on a study by Amazon Web Services, it is estimated that 57.1% of the textual 

content on the internet is generated using GAI, and this number is expected to continue 

growing (Thompson et al., 2024). In the context of rapid development in the field of AI, the EU 

has been taking legislative steps towards its effective regulation since 2021. In April 2021, the 

European Commission (hereinafter "EC") proposed the first legislative framework for AI. 

Within it, it classifies the use of AI according to the risk it poses to users. According to the level 

of risk identified, it further appropriately determines the level of regulation of individual 

programs and applications. In March 2024, the AI Act was adopted by the European 

Parliament (hereinafter "EP"). However, the EU is not alone in this initiative. Similar 

regulations have been implemented by countries such as the USA and China. This fact reflects 

that the regulation of AI is an international issue that will require a global approach 

(Harrington et al., 2024). 
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3 TACKLING DISINFORMATION USING ARTIFICIAL INTELLIGENCE TOOLS 

 

In the previous chapter, some of the serious risks associated with the commercial use 

of GAI in spreading disinformation were mentioned. Apart from the threats posed by GAI in 

this area, scientists worldwide are exploring the potential of using artificial intelligence tools 

to detect and reduce the spread of disinformation. These tools can be divided into programs 

facilitating the detection of disinformation in the form of text, images, video, sound, and more. 

There are also programs that help uncover bot activity. 

One of the main methods used against the spread of disinformation is fact-checking. 

Several AI-supported programs have been developed to verify the authenticity and 

truthfulness of information on the internet. Some tools evaluate multiple criteria 

simultaneously, such as the author, sources, or the emotion of the article (Shah, 2023). 

One of the methods that information verification using AI employs is text processing 

and evaluating its emotional aspect. This system primarily utilizes insights from the scientific 

field, where is a consensus that disinformation often aims to evoke a strong emotional 

response from its recipients. Therefore, disinformation content often contains more negative 

emotions such as disgust, anger, or fear. Furthermore, AI can analyse the text, compare it with 

available information from relevant sources, and identify inconsistencies between the 

provided information (Santos, 2023). 

The problem with automated processing and evaluation of information lies primarily 

in the complexity of language, the use of sarcasm, irony, or indirect implications that AI does 

not understand. It also involves a language barrier, specific cultural and political environments 

to which the system must learn to respond. Therefore, involving the human factor in text 

evaluation is important, as it helps the algorithm continue learning. Currently, a model is being 

used that involves humans in tasks that AI cannot yet evaluate correctly. AI is primarily used 

in this model for processing large amounts of data and their initial filtration based on specified 

characteristics. 

AI can support fact-checking at various stages of this process. Its usage primarily lies in 

searching for and sorting content that can be further verified by humans. The advantage lies 

mainly in the quick processing of large volumes of data, while the risk of this approach is the 

success rate of its evaluation. However, it is an effective tool for initial information sorting. It 

is important to be aware of potential inaccuracies and to adequately adjust the algorithm. 

Although GAI is not always able to successfully determine that something is disinformation, it 

can be used, for example, to verify if information is verifiable from other sources. Similarly, 

GAI can be used to search for arguments and evidence sources demonstrating the falsehood 

or misleading nature of disinformation. GAI can expedite the strategic communication process 

or the debunking of disinformation by generating textual, image, audio, or video content 

(Montoro et al., 2023). 
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In the context of detecting deepfakes, new technologies utilizing various detection 

approaches have been employed in recent years. One of them is the analysis of biological signs 

in deepfakes, which depict the human face. This approach focuses on imperfections in the 

human body, such as natural changes in skin tone in the facial area caused by blood flow. 

Furthermore, the analysis of facial expressions and gestures according to the context of the 

communicated content is utilized. Another sign of false content is the absence of blinking or 

eye movement. The sequence of individual frames, created by the accelerated projection of 

the video, is also thoroughly analysed. However, in recent years, GAN has also made significant 

progress in this area, based on the machine learning model set to continuously improve 

(Agarwal et al., 2020a; Agarwal et al., 2020b). 

Just as GAI can be used to produce disinformation, it can also be used for their 

detection through a reverse process of their production. Its usage can be seen primarily in 

restoring the original image, sound, or video. It can also be used to determine the origin of 

disinformation (especially the author and location) by searching for similar or original content 

in the digital space. Among the most known tools that utilize AI for verifying information are 

Quillbot, which can identify text generated by GAI, and TinEye, which can identify the origin 

of images in the digital environment (Shah, 2023). 

The need for human cognition in analysing text is evidenced by research in which the 

truthfulness of over 21 thousand claims was verified through ChatGPT. The success rate of this 

tool was 69% (Hoes et al., 2023). In a study with a smaller sample, the abilities of ChatGPT to 

correctly evaluate and label text as true, false, or ambiguous were examined. In this study, 

ChatGPT had a success rate of up to 72.5% with a sample of 40 articles. The success rate of 

humans in detecting disinformation generated using ChatGPT was only 54.8% (Huang, 2024). 

Even from the stated above, it can be concluded that currently, the threat of AI misuse 

is higher than its potential for use in detecting and regulating disinformation. Simultaneously, 

the potential of GAI is demonstrated primarily in the initial analysis, selection, and labelling of 

suspicious content, which can be examined in high volume quickly. It can be also used as a 

supportive tool for operators of digital platforms alongside a system for labelling suspicious 

content by its users. The function of content generation and facilitating previously complex 

tasks can be used in various ways, and therefore diligent regulation is necessary to 

systemically prevent the misuse of these tools for spreading disinformation. 

 

CONCLUSION  

 

In conclusion, it can be stated that the rapid development and increasing use of AI has 

inevitably left an indelible mark on social networks, online platforms, and the internet. The 

unparalleled ability of GAI to produce and process extensive data at unprecedented speed and 

ease of user interface allows for the identification of subtle patterns and trends that are 

imperceptible to human perception. This analytical power presents an opportunity for real-
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time detection and suppression of disinformation campaigns, potentially halting their further 

dissemination and promptly responding to their content. 

AI algorithms can be configured to detect characteristic signs of fake news, such as 

emotionally charged communication styles or inconsistencies in information sources. 

Furthermore, GAI can be particularly useful in raising public awareness of the dangers of 

disinformation, promoting media literacy, and critical thinking. Its significant importance also 

lies in streamlining strategic communication and accelerating the operational readiness of 

government institutions. Additionally, some programs can identify deepfakes based on 

reverse engineering or analysis of predetermined phenomena. However, the development of 

AI in this field currently does not allow for its functioning without human control and 

supervision. 

On the other hand, GAI is equally a potent tool for disseminating disinformation. 

Sophisticated GAI programs can quickly and effectively generate original content according to 

user input. Currently, high-risk deepfakes are highly convincing despite producing entirely 

false or altered audio-visual content. Distinguishing between reality and fiction is becoming 

increasingly challenging over time, primarily due to advanced mechanisms of GAN machine 

learning. Regulation of fake content generation using GAI is currently left to user 

recommendations from the program itself and appears inadequate. Moreover, automated 

bots can quantitatively amplify the spread of disinformation to a level that is not manually 

achievable. 

Based on the above, it is evident that the potentially adverse consequences of AI 

misuse in disseminating disinformation currently outweigh its effectiveness in regulating the 

spread of false content. This conclusion aligns with the generally prevailing view that 

regulatory mechanisms are often one step behind negative phenomena because they typically 

respond only to urgent dangerous challenges. Therefore, a systematic approach to addressing 

the issue involving collaboration between international technology firms, expert 

communities, international organizations, and government institutions is essential. The AI Act 

adopted by the European Parliament serves as an example. The EU is not alone in this 

initiative. Similar regulations have been implemented by countries such as the USA or China. 

This fact reflects that AI regulation is a global issue that necessarily requires a global approach. 
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